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TWO-WAY AND THREE-WAY MODERATING 
EFFECS IN REGRESSION ANALYSIS AND 

INTERACTIVE PLOTS

ABSTRACT

Different studies in the international literature analyze mediating, moderating, moderating-me-
diating, mediating-moderating, and indirect effects in relationships in the social sciences. Among the 
modes of interpretation data, understanding the moderating effect using linear regression analysis is one 
of the possibilities. The paper main goal is to discuss and clarify the concepts of moderation when using 
multiple regression analysis instead of the traditional Generalized Linear Models (e.g. MANOVA, MAN-
COVA, ANOVA, ANCOVA, GLM). The second main goal is to apply three estimative, such as (a) two-way 
moderation with independent continuous variables, (b) two-way moderation with one continuous variable 
and another dummy variable as independent, and (c) thee-way moderation with independent continuous 
variables, all using regression analysis . Third, the paper discusses ordinal moderation and the cross over 
effect. The results showed that the two-way moderation is little used.

Valter da Silva Faia1

Valter Afonso Vieira2

DOI: 10.5902/19834659 16968

1 Bachelor of Accounting from the State University of Maringá, UEM, Master of Business Administration from UEM and PhD in progress
in Business Administration by the PPA/UEM. Maringá - PR. Brazil. E-mail: vsfaia@uem.br 
2 Bachelor of Business Administration from Universidade Norte do Paraná, UNOPAR, Master of Business Administration from Federal University of Rio 
Grande do Sul, PPGA/UFRGS, and PhD of Business Administration from University of Brasília, PPGA/UnB. Professor at the State University of Maringá, UEM 
– PR. Brasil. E-mail: vavieira@uem.br

Received on: 14/02/2015
Approved on: 03/10/2016

mailto:vsfaia@uem.br
mailto:vavieira@uem.br


Rev. Adm. UFSM, Santa Maria, v. 11, número 4, p. 961-979, 2018

- 962 -

1 INTRODUCTION

Cortina (1993) comments that there is more and more complexity when examining 
relations between variables and, thus, some associations are possible, such as: direct relation 
between X and Y; indirect relationship between X and Y via a third mediator variable; spurious 
effect between X and Y (when an association occurs but there is no logic); bidirectional relation-
ship between X and Y; effects not analyzed and moderation effects between X and Y (JACCARDI; 
TURRISI, 2003).

According to Varadarajan (2003), the relevance of research in the field of marketing 
lies in the extension of existing knowledge, through the provision of evidence of moderating 
variables that interferes in the relations between variables already known and that have impli-
cations for practitioners. However, national studies showed that in the Brazilian context there is 
still a lack of studies and, therefore, a need to disseminate the process of analysis of moderating 
models and the principles that justify this type of analysis (VIEIRA, 2009; PRADO; KORELO; SILVA, 
2014). As a result, there is an effort in the literature to understand, explain and apply the use of 
moderating variables in the field (JAMES; BRETT, 1984; BARON, KENNY, 1986; BATRA, STAYMAN, 
1990; CHATTOPADYYAY; BASU, 1990; MACKINNON et al., 2002; HENSELER, FASSOTT, 2010; VIEI-
RA, 2009). Although Prado, Korelo and Silva, (2014) did a relevant research, we do not know how 
to present step by step the process of moderation, from the database to the interpretation of the 
results through graphic representation.

Based on this gap, the paper main goal is to discuss and clarify the concepts of two way 
and three way moderation (DA-SILVA; DA-SILVA-FAIA; VIEIRA, 2016), demonstrating their use in 
multiple regression analysis, which can be applied also in logistic regression (ABBADE; DE BEM 
NORO, 2012). We suggest four major contributions here, complementing some justifications for 
provoking the debate about these concepts in the literature.

First, we justify this research because there is a discrepancy between moderation, me-
diation, moderation-mediated and conditional indirect effect in the literature (HAYES, 2013; PRA-
DO; KORELO; SILVA, 2014) that needs clarification. This differentiation is very common in psychol-
ogy (se use in KIELING; BREI; VIEIRA, 2016), but little used in administration and specifically in 
marketing. Therefore, the need for differentiation for correcting use is important in the scientific 
setting.

Second, we justify this paper for examining a significant moderating effect because such 
a result generates later interpretations that are necessary and should be uncovered in the back-
ground. Often a researcher finds a significant moderating effect, but does not present the effect 
generated at a second step. In this paper, we address this problem in second and third degree. If 
the results are not uncovered at a second step, then the Type VI error may appear (NEWMAN et 
al., 1976).

Third, some papers discuss conditional effects (PRADO; KORELO, SILVA, 2014), mediat-
ed-moderation, moderation-mediated, moderation, two way moderation, or other effects (MUL-
LER, JERD, YERBYT, 2005; PREACHER; RUCKER; HAYES, 2007). This advance in knowledge with 
multiple regression models is relevant and should be used in studies in social sciences, but in 
advance of the basic knowledge of simple, double and triple moderation discussed here.

Fourth, based on Mantovani, Noronha and Gouvêa (2013), there is some difficulty in 
teaching and learning statistics in the area of ​​Applied Social Sciences, especially in the area of ​​
Business and Management. Thus, the paper seeks to provide a learning base for the use of statis-
tics in the area of ​​ Business and Management, explaining and applying the equations.
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2 MODERATION

The classical model of linear regression analysis is given by Equation 1. The linear model 
is one of the most used in statistics and suggests that the explained variance of the dependent 
variable Y is given by the variability of another variable, the independent X.

(1)

Based on Vieira (2009) and Whisman and McClelland (2005), a moderating variable, 
here defined as Mod, has moderating (or even interactive for purposes of this article) if the rela-
tionship between two or more variables, X and Y, vary depending on the levels of the Mod. This 
definition is given in Equation 2.

(2) 

The moderator model of Equation 2 is changed by Equation 3 for the purpose of re-
gression analysis (JAMES; BRETT, 1984). There is moderation when the new variable developed 
by the researcher X.Mod, defined as the product of the independent variable X and the modifier 
variable Mod, is significant in the regression equation.

(3)  

The first order variables that are used in the interaction, as well as all the possible com-
binations between them, should be included in the regression model so that their direct relations 
with the dependent variable are tested, besides the moderate relation (WEST, AIKEN, KRULL, 
1996). The moderation hypothesis is supported if the interaction (i.e. the multiplicative term 
X.Mod) of Equation 3 is significant. 

Moreover, it is desirable, but not necessary, that the effects of the other relations be 
minimal or insignificant, strengthening the results found for moderation (JAMES; BRETT, 1984). 
Conventionally, a moderator variable is inserted into the model when there is an inconsistent or 
weak relationship between an independent variable and a dependent variable (BARON; KENNY, 
1986).

One of the major concerns regarding the analysis of the interactive effect is the pres-
ence of multicollinearity, making it difficult to distinguish the direct effects of the independent 
variable, the moderating variable, and the interactive variable on the dependent variable (LITTLE 
et al., 2007). Several authors recommend standardizing, (centering means to zero), all independ-
ent variables that constitute the interactive variable in response to the problem of multicollinear-
ity (ECHAMBADI; HESS, 2007; AIKEN; WEST, 1991). In addition, according to Judd and McClelland 
(1989), centralization facilitates the interpretation of data.

The standardization solution allows one to better distinguish effects. In another point, 
Echambadi and Hess (2004) emphasize that the standardization of the variables does not cause 
changes in the degree of precision of the estimation of the regression coefficients, as well as 
changes in the coefficient of determination (R2). Therefore, standardizing variables in the eyes of 
those authors does not improve the statistical parameters of analysis.

To exemplify the tests with moderation, three different models will be presented. These 
models are developed using SPSS version 20. The first model describes the interaction between 



Rev. Adm. UFSM, Santa Maria, v. 11, número 4, p. 961-979, 2018

- 964 -

two interval variables. In the second model, the interaction occurs between the same independ-
ent interval variable and a nominal dichotomous variable. In the third model, there is a triple 
interaction between interval variables. The authors created all fictitious data to demonstrate in-
teractions statically; therefore, there is no empirical validity.

3 TWO-WAY MODERATION EFFECT USING CONTINU-
OUS VARIABLE

In this topic the focus is to discuss the moderation between two interval variables. For 
this purpose, consider that the relation between the independent variable X and the dependent 
variable Y is moderated by the variable Mod. All variables are intervals/continuous similar to 
Likert type, ranging from 0 to 10 points, and the data are arranged in Table 1. They were created 
(randomly in Excel) for a sample of 20 respondents so that the moderating effect was significant.

Table 1 – Data for two way moderating effect with interval variables

N X Mod Mod ×X Y

1 5 10 50 8

2 1 5 5 3

3 5 1 5 6

4 2 1 2 6

5 8 10 80 5

6 2 6 12 1

7 8 1 8 2

8 7 3 21 5

9 5 4 20 6

10 9 10 90 10

11 6 7 42 5

12 3 5 15 2

13 3 3 9 5

14 5 2 10 2

15 4 1 4 5

16 1 4 4 6

17 1 8 8 2

18 8 5 40 6

19 2 8 16 5

20 2 5 10 6

Average 4,35 4,95 22,55 4,80

Standard Deviation 2,64 3,09 25,29 2,24

Source: Authors
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To test the moderation hypothesis, a simple regression model was first created using 
Equation 1. This regression tests the degree of prediction of the variable Y present in the variables 
X and Mod. Therefore, we did two separate regressions, but for presentation purposes both are 
in the same scatter plot as shown in Figure 1 (elaborated in Excel). The variable X had an effect of 
β = 0.35 and p <0.12. The Mod variable had an effect of β = 0.29 and p <0.21.

 
Figure 1 - Slope of the curve for the independent variables

Source: authors

If the variables are not standardized at the moment of the regression (ECHAMBADI; 
HESS 2007), then to present the graphs one must use data such as independent variable and 
moderator variable, standard deviation of both, and non-standardized coefficients (AIKEN; WEST, 
1991; FRIEDRICH, 1982). Nevertheless, if the variables are standardized then to present the 
graphs one can use data such as independent variable means, standard deviation of both = 1, 
and non-standardized coefficients.

We justify centralizing data by standardizing the values ​​of the multiplication of the two 
terms, which can vary from 0 * 0 = 0 (minimal) to 10 * 10 = 100 (maximal). Therefore, to meet the 
standardization suggestion, some steps should be followed: (a) as the variables are continuous, 
they were standardized in Z score, normalizing them, (b) a multiplicative term was created be-
tween the moderator and the independent variable and (c) this new variable together with the 
moderator and the independent variable were tested.

If the effect of the new variable multiplied is significant, independent of the direct effect 
of the moderator and the independent variable, it becomes necessary to graphically explore the 
inclinations of the curve of the independent variable from the conditions of low, medium and 
high levels of the moderator variable, which are calculated from the descriptive measures of 
mean and standard deviation. For Preacher, Rucker and Hayes (2007), this procedure of presenta-
tion of the findings facilitates the evaluation of more complex models as is the case of indirect 
conditional committed models.
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According to Table 2, both the Mod and X variables are not significant in explaining the 
variable Y in the direct effect. The total explained variance was 18% in the first model without 
multiplication. The results found in the regression analysis showed that the direct relationship 
between the independent variable X and the dependent variable Y is not significant for any mod-
el (β = 0.27, p> 0.16 and β = -0.58; p> 0.16), as well as the relation between the variable Mod and 
the dependent variable Y (β = 0.17, p> 0.28 and β = -0.62, p> 0.08).

The first model shows that X and Mod do not explain Y. Thus, many researchers tend to finalize 
the research without exploiting additional interactive effects. Therefore, there is a not detailed result.

Table 2 – Regression analysis example 1

Independent Variables
1st model 2nd model

B1 Sig. B1 Sig.

slope 2,742 0,031 7,108 0,002

X 0,270 0,168 -0,587 0,131

Mod 0,179 0,281 -0,622 0,085

X.Mod 0,147* 0,020*

R2 0,183 0,424

1 Coefficient non standardized * p<0,05. 
Source: authors

In the second model, we added the interactive variable X.Mod, created by multiplying 
the response of the independent variable X with the response of the moderating variable Mod., 
which generated an increase in the coefficient of determination of 0.241 (ΔR2 = 0.424 - 0.183), 
considering this statistically significant discrepancy (F = 6.70, p <0.02). Likewise, the regression 
coefficient presented for the interaction X.Mod also presented statistical significance (β = 0.14, p 
<0.05), supporting the hypothesis of moderation.

For a better interpretation of the results, we suggest a graph to represent the moder-
ation. To do so, one must estimate the values ​​of Y, considering the mean of X and a standard 
deviation above and below it (+ 1SD and -1SD). Likewise, values ​​based on the Mod average and 1 
standard deviation above and below are also estimated (WEST; AIKEN; KRULL, 1996; KIM; KAYE; 
WRIGHT, 2001). The values ​​are estimated according to the equation of the regression model of 
this example given by Equation 4. 

As an example, the equations for the following scenarios are presented: (a) Low X and 
Low Mod; (b) Medium X and Medium Mod and (c) High X and High Mod, represented by Equa-
tions 5, 6 and 7 respectively. 

Table 3 presents the values ​​for all possible scenarios (estimation of Y from the combina-
tions between low, medium and high values ​​of the independent and moderating variables - 3 by 3).
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(4)

(5) 

(6) 

(7) 

Table 3 – Values for Y to create the plots (example 1)

Low Mod (-1 DP) Medium Mod (Average) High Mod (+1 DP)

Low X (-1 DP) 5,42 4,59 3,76

Medium X (Average) 4,27 4,65 5,03

High X (+1 DP) 3,13 4,71 6,29

Source: authors

The results indicated that there is a cross-over effect for Y values ​​due to the interaction 
between the independent variable X and the moderating variable Mod (see Figure 2). The greatest 
results for Y occur when there is a combination of high levels (y = 6.29) or low levels (y = 5.42) of X and 
Mod. When there is a difference between levels of these variables, the results of and they tend to be 
smaller. 

The combinations of low X and high Mod (y = 3.76) and high X and low Mod (y = 3.13) were 
the ones that presented the lowest values ​​for the dependent variable. Therefore, if the goal is to reach 
higher values ​​for Y, one must seek high indices for both X and Mod. If it is not possible to achieve this 
goal for one of these variables, one should choose to maintain low indices for both. These conclusions 
can be more easily interpreted by analyzing the behavior of the variables depicted in Figure 2.
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Figure 2 – Plot for the moderation via average (example 1)

The graphical representation of the effects contributes to the interpretation of the mod-
eration hypothesis. Based on the proposals of Hayes and Matthes (2009) and Preacher, Rucker 
and Hayes (2007), a new moderation chart was developed using non-standard betas, upper and 
lower limits of confidence intervals and significance region. The graph (see Figure 3) was generat-
ed using the Johnson-Neyman technique present in the SPSS macro called Process (HAYES, 2013). 
The size of the effect (β) of the independent variable on the dependent variable is analyzed from 
different levels of the moderator variable.

In Figure 3 shows that the effect of the independent variable X on the dependent var-
iable Y, conditioned by the moderating variable Mod, is significant when the value of the mod-
erating variable is greater than 6.35. Therefore, we concluded that the moderating effect occurs 
when there are high Mod values, complementing the neglected results from figure 2.

Figure 3 - Plot of moderation via betas (example 1); upper and lower limits of confidence intervals
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4 TWO WAY MODERATION EFFECT USING DUMMY VARIABLE

In our second example, the moderation tests are performed by interacting a 10-point 
Likert interval variable with a nominal dichotomous moderating variable (and no longer a moder-
ating metric / interval variable). The same relation between the independent variable X and the 
dependent variable Y now moderated by the dichotomous variable Mod represents two distinct 
groups, was analyzed. The values ​​for X and Y were maintained in relation to the previous example 
and the code used for the Mod variable was 0 and 1. The data are presented in Table 4.

Table 4 – Data for two way interaction between continuous variable and dummy variable

N X Mod Mod×X Y

1 5 1 5 8

2 1 0 0 3

3 5 1 5 6

4 2 0 0 6

5 8 1 8 5

6 2 1 2 1

7 8 0 0 2

8 7 0 0 5

9 5 1 5 6

10 9 1 9 10

11 6 1 6 5

12 3 0 0 2

13 3 0 0 5

14 5 0 0 2

15 4 0 0 5

16 1 0 0 6

17 1 1 1 2

18 8 0 0 6

19 2 1 2 5

20 2 0 0 6

Average 4,35 2,15 4,80

Standard deviation 2,64 3,01 2,24
Source: authors
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In the same way as in the previous example, the moderation hypothesis was tested by 
creating two multiple regression models. In the first one, only the direct relations of the variables 
X and Mod with the dependent variable Y were tested, while in the second, the product of the 
two (X.Mod) was included. The results are presented in table 5.

Table 5 – Regression analysis example 2

Independent variables

1st model 2nd model

B1 Sig. B1 Sig.

Slope 3,262 0,005 4,878 0,000

X 0,275 0,169 -0,129 0,573

Mod 0,756 0,456 -3,128 0,082

XMod 0,879* 0,017

R2 0,152 0,413
1 Coefficient non standardized * p<0,05. 
Source: authors

The results offered by the regression analysis support the hypothesis of moderation, 
since the coefficient of regression of the interactive variable obtained a significance level of 95%. 
Moreover, the addition of this variable to the regression model offered an increase in the adjust-
ment index of 0.261 (ΔR2 = 0,413 - 0,152), also significant (p<0.02).

To better understand the behavior of the moderating variable over the tested relation-
ship, the values ​​for the dependent variable Y were estimated. Values ​​for the two groups (0 and 1) 
of the variable Mod and for high values ​​(1 standard deviation above the mean) and low values ​​of 
the variable X (1 standard deviation below) were estimated. The results are presented in table 6.

Table 6 – Estimating values for y for creating the plots (example 2)

low X (-1 DP) high X (+1 DP)

Moderator: Group 0 (low) 4,66 3,98

Moderator: Group 1 (high) 3,03 6,99

Source: authors

The results found indicate the existence of a cross effect for Y values ​​resulting from the 
interaction between the independent variable X and the moderating variable Mod. If the objec-
tive is to obtain the highest values ​​for the dependent variable Y, the best combination is given be-
tween a high level for the dependent variable X and the presence of the element categorized as 
group 1 (y = 6.99). However, the combination of low level of X with group 1 presented the lowest 
result (y = 3.03). Thus, the greatest Y oscillation occurs in group 1 between high and low X values.

In group 0, the highest result found of Y is when there is a low level of X (y = 4.66). When 
the level of X increases, the results for the dependent variable decrease (y = 3.98). This effect is 
contrary to that of group 1, but with less inclination. This cross-effect can be analyzed in Figure 4.
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Figure 4 - Cross effect of moderation for dummy variable (example 2)

5 THREE-WAY MODERATING EFFECT

The triple interaction means that the variables, one independent and two moderators, 
interact in their totality generating at least 8 different effects on the dependent variable. This oc-
curs from the combination of high and low values, in the case of continuous variables, or between 
groups, for dichotomous variables (2 × 2 × 2). The triple interaction is represented by figure 5.

Figure 5 – Three way moderating effect

In Example 3, the interaction between three 10-point Likert-type interval variables was 
tested. For this case, besides creating the interactive variable of the three variables (one independ-
ent and two moderators), one must also create all possible double interactions. Therefore, consid-
ering a direct relationship between X and Y, moderated by Mod1 and Mod2, the following inter-
actions were computed: X.Mod1, X.Mod2, Mod1.Mod2, X.Mod1.Mod2. In the same way as in the 
previous examples, responses were simulated for a sample of 20 people, as described in table 7.
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Table 7 – Data for three way moderating effect with continuous variables

N X Mod1 Mod2 X×Mod1 X×Mod2 Mod1×
Mod2

X×Mod1
×Mod2 Y

1 5 10 9 50 45 90 450 8

2 1 5 7 5 7 35 35 3

3 5 1 8 5 40 8 40 6

4 2 1 8 2 16 8 16 6

5 8 10 2 80 16 20 160 5

6 2 6 1 12 2 6 12 1

7 8 1 3 8 24 3 24 2

8 7 3 2 21 14 6 42 5

9 5 4 9 20 45 36 180 6

10 9 10 5 90 45 50 450 10

11 6 7 4 42 24 28 168 5

12 3 5 7 15 21 35 105 2

13 3 3 6 9 18 18 54 5

14 5 2 4 10 20 8 40 2

15 4 1 8 4 32 8 32 5

16 1 4 8 4 8 32 32 6

17 1 8 9 8 9 72 72 2

18 8 5 10 40 80 50 400 6

19 2 8 1 16 2 8 16 5

20 2 5 8 10 16 40 80 6

Average 4,35 4,95 5,95 22,55 24,20 28,05 120,40 4,80

SD 2,64 3,09 2,95 25,29 19,01 23,87 144,42 2,24

Note: source authors; SD = standard deviation
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For this example of moderation, three multiple regression models were constructed. In 
the first model, the direct effects of the variables X, Mod1 and Mod2 were examined in the ex-
planation of Y. In the second, the combinations in pairs (i.e. the double interactions) were added 
and, finally, in the third, the triple interaction was increased. The results are shown in Table 8.

Table 8 – Regression analysis example 3

Independent Variables
1st model 2nd model 3rd model

B1 Sig. B1 Sig. B1 Sig.

slope 0,072 0,964 5,292 0,345 -12,695 0,094

X 0,352 0,057 -0,621 0,366 2,179 0,052

Mod1 0,224 0,143 -0,488 0,513 2,177* 0,050

Mod2 0,351* 0,038 0,151 0,796 2,826* 0,011

X.Mod1 0,132 0,098 -0,290 0,066

X.Mod2 0,034 0,563 -0,422* 0,015

Mod1.Mod2 -0,003 0,966 -0,409* 0,011

X.Mod1. Mod2 0,072* 0,008

R2 0,381 0,570 0,768

1 Coefficient non standardized * p<0,05; source: authors. 

Observing the results, we can observe that the interactive effect of the three variables 
obtained a significant regression coefficient (β = 0.07, p <0.01), showing a positive linear relation 
with the dependent variable Y. Likewise, the third model presented an increase in the index of 
adjustment in relation to the second one of 0,198 (ΔR2 = 0.768 - 0.570), significant at the level of 
99% (p <0.01). These results support the hypothesis of triple moderation, which will be better in-
terpreted when estimating the values ​​for the dependent variable and from the graphical analysis.

To do so, initially two groups were created: high value (1 standard deviation above aver-
age) and low value (1 standard deviation below average) of variable Mod2. Then, in each group, 
4 values ​​as estimated the following combinations: High X and High Mod1; High X and low Mod1; 
Low X and High Mod1; and Low X and Low Mod1. The results are shown in Table 9.
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Table 9 – Estimating values for y for creating the plot (example 3)

low Mod2 high Mod2

low Mod1 high Mod1 low Mod1 high Mod1

low X -1,12 3,96 8,14 2,82

high X 2,96 5,62 3,24 9,30

Fonte: dados do trabalho

The three way interaction is represented in figures 5 and 6. When the level of Mod2 is 
low, the relationship between X and Mod1 is positive (increasing) for both high levels and low 
levels. In other words, the larger the combination of X and Mod1, the greater the tendency of 
the dependent variable Y will be. This increasing behavior is greater when there is a low level of 
X. The higher Y estimate for the low level scenario Mod2 was found in the combination between 
high X and High Mod1 (y = 5.62).

Figure 4 and 5 – Three way moderating effect (example 3)
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When the level of Mod2 is high, we see a cross-effect between the combinations be-
tween X and Mod1. For a low level of X the relation is negative (decreasing), whereas for a high 
level of X the relation is positive (increasing). Thus, when X is low, the highest result is also for 
a low level of Mod1 (y = 8.14). As the level of Mod1 grows, the estimates for Y are decreasing. 
When X is high, the highest result is also for a high level of Mod1 (y = 9.30). With the fall of the 
Mod1 level, the Y estimates also decrease.

So if the goal is a higher level of Y, the best scenario will be the combination of high-level 
Mod2, high-level X, and high-level Mod1. The lowest value, given by the opposite for each vari-
able, low levels of Mod2, X and Mod1. Table 10 presents the best combinations in pairs for each 
possible scenario, seeking the highest value for the dependent variable Y.

Table 10 – Cenarium for greater values of Y

Cenarium X Mod1 Mod2

High X - High
High 

Low X - Low
High 

High Mod1 High -
High 

Low Mod1 Low -
High 

High Mod2

High High 
-

Low Mod2

High High 
-

Fonte: dados do trabalho
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6 FINAL REMARKS

In social sciences, the search for the explanation of results is sometimes limited to the 
existence of linear relations, leaving aside curvilinear effects (also known as non-linear, such as 
cubic, positive quadratic, negative quadratic, etc.), mid-effects or even interactive effects (dou-
ble, triple, quadruple, cross, ordinal, etc.).

In this article, the interactive effects are highlighted as the possibility of explaining the results. 
Thus, the interactive effects were analyzed through double and triple moderation with metric variables 
or dummies. The regression analysis with the interactive effects (FRAAS; NEWMAN, 1977; PEDHAZUR, 
1982) aims to show that the variability of the effect of the endogenous variable also depends on a com-
bination of results, being therefore the interactive effect - a combination of multiple results.

The first conclusion is that the effect of one variable on another is conditioned to var-
iations of a third in the existence of moderation, in which the graphical representation should 
reveal a strange effect. If the results are not uncovered then the type VI error may appear (NEW-
MAN et al., 1976). Alternative regressions are then estimated with multiplications and, if there is 
significance of the interactive effects in the result variable, it is necessary to check the combina-
tion of multiple results (low vs. high, high vs. high, etc.).

Second, an analysis of variance increment explained must be analyzed. The additional 
variance created by the moderator in the regression equation is desired. Such evidence shows 
that a simple linear effect may be non-significant or even weak, but when interacting with the 
moderator, the relationship becomes clearly strong.

Third, understanding the plot of the curve is critical. Therefore, the effect can be null, 
positive or negative for each level of the moderator (MULLER; JUDD; YZERBYT, 2005; PREACHER; 
RUCKER; HAYES, 2007). In fact, all these combinations are plausible to be found and should be 
clear to the scientist. In this article we elaborate this and advance in the explanations when the 
result was positive or negative for the levels of the moderator. Obviously, the relationship must 
be explained with scientific, theoretical and philosophical basis. Indeed, there is a great mistake 
in seeking regressions and interactive effects without any theory and plausible explanations be-
hind it. Science seeks to explain and predict phenomena in social science, and to do so, to under-
stand the motive, reason, and argument that sustains a result is something extremely necessary.

In sum, cross-interactive effects show that at one level of the moderator variable, the 
result is negative and when moving to the other level of the moderator variable, the result, con-
versely, is positive. To explain with convincing arguments and coherent theory this systematic is 
something necessary for the scientist. Complementarily, ordinal interactive effects show that at 
one level of the moderator variable, the result is negative and when moving to the other level 
of the moderator variable, the result, coherently, becomes even more negative, increasing the 
discrepancy between levels.
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