River Flow Forecasting using artificial neural network (Shoor Ghaen)
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Abstract

In our country, most of the rivers located in dry and warm climate areas are seasonal, and many of them have experienced floods. That, along with concerns about scarcity of water resources and the need to control surface water, makes identification, modeling, and simulation of rivers' behavior, necessary for to long-term planning and proper and rational use of river flows potential. Rainfall phenomenon and the resulting runoff in watersheds, as well as predicting them are of nonlinear system types. Artificial neural networks are able to analyze and simulate phenomena in nonlinear and uncertain system where the relationship between the components and system parameters are not well known or describable. Shoor Ghaen River, with 100 km length is the biggest seasonal river of Qaenat city and the main source of water in Farrokhi storage dam. Therefore, in this study according to the rainfall and runoff statistic of Khonik Olya hydrometric and Ghaen synoptic stations between 1976-1977 and 2010-2011 water years, precipitation phenomena and river runoff was predicted. MATLAB software is used to perform calculations. For modeling artificial neural network, 85 percent of data were used for training the proposed method, the remaining 15% were used for validating the method using 10 neurons, and a network with an error of less than 5% was developed for each month. The maximum correlation in evaluation phase was for April with the value of 0.99, and the minimum was for June and August with a value of 0.92. Overall results indicate optimum performance of artificial neural networks in predicting runoff caused by rainfall. It is also found that better results can be achieved by standardizing the data.
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1. Introduction

The most important issue when dealing with water crisis is the management of these valuable resources. Therefore, due to the limited water resources, proper and optimized management is the most important task of policy-makers and engineers in this field. One of the most important elements of water resources management is predicting the volume of these resources, especially predicting the flow of the rivers. In our country, most of the rivers in different geographical areas are seasonal, and many of them have experienced floods. This, as well as scarcity of water resources and the necessity of harnessing surface waters indicate the importance of identification and simulation of river behavior for long-term planning and utilization of river flows potential.

Due to the multiplicity of hydrological factors that govern rainfall phenomena in watershed basins, the reaction of most of the basins against precipitation is complex [1]. Among the methods that have attracted attention of many researchers in recent years in analysis of complex and nonlinear phenomena, is the use of artificial neural networks. Consequently, it has found many applications in water engineering problems including hydrology [2].

Wu and Chau (2011) simulated flows of Daning and Luzhou Rivers in China using artificial neural network model and singular spectrum analysis, and achieved acceptable results [14]. Misaghi and Mohammadi used artificial neural network with different input vectors in simulating rainfall – runoff phenomena and river flow routing and argued that by reducing the number of neurons in the output layer, the network’s ability to achieve the desired results will improve. In addition, The Multi-Layer Perceptron (MPL) network with delta method was more efficient in the process of evaluation and validation, and by using various activation functions instead of a fixed activation function, more satisfactory results are provided [8]. Dawson and Wilby (1998) suggested precipitation- runoff models for forecasting river flows in two flood basins of England (Amber and Mole) using artificial neural network models [9]. Zare and Bayat compared neural intelligent models and empirical methods in a study to estimate Zayandehroud River annual runoff in Isfahan province, and concluded that performance of neural intelligent models is able to provide better results compared to empirical methods [3].

2. The Basin Under Study

The basin of the river under study (Shoor Ghayen River) includes Ghayenat region with an area of 18783 square kilometers at 59 degrees 11 minutes 38 seconds longitude and 33 degrees 43 minutes and 47 seconds latitude. The basin under study with an average elevation of 1420 meters above sea level, the average annual rainfall of 173 mm and maximum and minimum monthly temperature of 42°C and 23°C, respectively, have a dry climate. This river with 100 Km length and an average gradient of 0.8 percent originates from West and Southwest highlands, and following a northwest – southeast path, enters Afghanistan in the eastern regions of Iran. In recent years, Farrokhi Dam has been constructed on the river for the storage of flood flows with a reservoir volume of 5 Million cubic meters. Figure 1 shows map of the study area.
3. Materials and methods Structure and algorithm of artificial neural networks

Artificial Neural Network is one of computational methods that tries to provide a mapping between input space (the input layer) and optimal space (the output layer) by understanding the inherent relationships between data with the help of training procedures and using processors called neurons.

These networks are mathematical structures capable of showing processes and non-linear components for communication between the input and output of each system. The most interesting feature of artificial neural network is its ability to learn based on training patterns that through the process of learning, neural networks will find optimal weights. Different algorithms have been provided for training neural networks among which the back-propagation learning method so widely used in hydrological models.

4. The model theory

The system consists of a large number of fully interconnected processing elements called neurons, which act in coordination to solve a problem. Each neural network is made of three layers including input, intermediate, and output. Transmission functions typically used in artificial neural network are sigmoid and hyperbolic tangent functions. Figure 2 shows an overview of a neural network structure.

Data normalization: data standardization means scaling them to fit within a certain range, which is done between 0.5 and 1 according to the following formula:

$$X_{\text{normalized}} = 0.5 + 0.5 \left( \frac{X_{\text{real}} - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}} \right)$$

2. Finding the best network structure: The best network structure is to create the right combination of layers and the number of their neurons, the type, and the number of membership functions, to achieve minimum
error and the highest correlation, which is done by test and trial method.

3. Network training: About 85% of data were used for network training, and the training algorithm is presented.

4. Network Test: The rest of the data (15%) were allocated for review and testing; the test is necessary to make sure of trained network accuracy.

In the present study, Backpropagation with Feedforward architecture was used for network training in artificial neural network modeling, and among different algorithms of this learning method, Levenberg Marquardt algorithm with Learngdm weight learning function with 10 neurons were used. The Log-sigmoid (Logsig) and tangent sigmoid (Tansig) transfer functions were used in intermediate layer and linear function (Pureline) in the output layer.

5. Evaluation Criteria

The following common statistics validation criteria are used to evaluate the used methods (functions):

1. Regression coefficient:

\[
R = \frac{\sum_{i=1}^{N} t_i p_i}{\sqrt{\sum_{i=1}^{N} t_i^2} \sqrt{\sum_{i=1}^{N} p_i^2}}
\]

2. Calculate the root mean square error (RMSE):

3. And for the average error (MAE):

Artificial neural networks algorithm was used in predicting runoff from rainfall is shown in Figure 3:

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} (T_i - P_i)
\]
6 Neural network design

In this study, the neural network model was assessed using different inputs. Usually, rainfall is the first option to simulate runoff and to assume a base discharge, the discharge of one or two months ago or more can be used as an input. The other inputs such as initial moisture index can be added later.

The general function of discharge in river for each month is defined as the following:

$$Q_t = F(Q_{t-1}, Q_{t-2}, ..., P_t, P_{t-1}, ..., P_{t-n}, T_t, T_{t-1}, ..., T_{t-n}, E_t, E_{t-1}, ..., E_{t-n})$$

Where: $Q$ is the flow discharge, $P$ is precipitation, $T$ is Temperature, $E$ is evaporation, $t$ is month number and $n$ is the last month’s numbers.

As it can be seen, the above equation is a big equation and it has many parameters. In general, discharge in every month depends on the discharge of the past few months and rainfall in the same month and past few months. The effect of temperature and evaporation is lower compared to other parameters. Therefore, only the effect of temperature in each month was used in the analysis.

In this research, input variables and discharge was modeled so that the flow in April, May, June, July, and August can be predicted using the total amount of precipitation, mean
temperature an discharge through consecutive months, because seasonal rivers often flow in autumn and winter. Input variables including total monthly rainfall and average temperature and discharge in several consecutive months and output flow (discharge in the coming months) were formed on a monthly basis and with different time delays (one, two and up to 6 months), and the effects and correlation of past time sequences of each variables on future discharge rate, and the most appropriate model for each of the input variables was determined using $R^2$. Overall, the proposed input models are given in Table 1.

<table>
<thead>
<tr>
<th>Discharge forecast</th>
<th>Average discharge</th>
<th>Average temperature</th>
<th>Total Precipitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>April (October - September)</td>
<td>(September)</td>
<td>(December - September)</td>
<td></td>
</tr>
<tr>
<td>$R^2 = 0.13$</td>
<td>$R^2 = 0.09$</td>
<td>$R^2 = 0.02$</td>
<td></td>
</tr>
<tr>
<td>May (April – January)</td>
<td>(April)</td>
<td>(November-April)</td>
<td></td>
</tr>
<tr>
<td>$R^2 = 0.14$</td>
<td>$R^2 = 0.05$</td>
<td>$R^2 = 0.06$</td>
<td></td>
</tr>
<tr>
<td>June (May)</td>
<td>(May)</td>
<td>(December-May)</td>
<td></td>
</tr>
<tr>
<td>$R^2 = 0.93$</td>
<td>$R^2 = 0.05$</td>
<td>$R^2 = 0.05$</td>
<td></td>
</tr>
<tr>
<td>July (June)</td>
<td>(June)</td>
<td>(February-June)</td>
<td></td>
</tr>
<tr>
<td>$R^2 = 0.78$</td>
<td>$R^2 = 0.14$</td>
<td>$R^2 = 0.06$</td>
<td></td>
</tr>
<tr>
<td>August (July)</td>
<td>(July)</td>
<td>(February-July)</td>
<td></td>
</tr>
<tr>
<td>$R^2 = 0.77$</td>
<td>$R^2 = 0.08$</td>
<td>$R^2 = 0.058$</td>
<td></td>
</tr>
<tr>
<td>September (May- August)</td>
<td>(August)</td>
<td>(September-August)</td>
<td></td>
</tr>
<tr>
<td>$R^2 = 0.52$</td>
<td>$R^2 = 0.14$</td>
<td>$R^2 = 0.05$</td>
<td></td>
</tr>
</tbody>
</table>

7. Discussion and Results

In this study, using data on water years of 1976-77 to 2010-11 of Khonik Olya Hydrometer Station and Ghayen Synoptic Station, the relationship between the discharge of the river and its discharge in recent months, as well as rainfall and temperature for every month and the last month were evaluated. Of available data, 85 percent was used for training and the other 15% was used to evaluate the method that was used in this study. As shown in Table 2, the maximum correlation coefficient in the training phase was 0.99 for April, and the minimum was 0.92 corresponding to June and August.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>RMSE(m3/s)</th>
<th>MAE(m3/s)</th>
<th>R</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>April</td>
<td>0.01</td>
<td>0.002</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>May</td>
<td>0.01</td>
<td>0.0002</td>
<td>0.98</td>
<td>0.97</td>
</tr>
<tr>
<td>June</td>
<td>0.04</td>
<td>0.003</td>
<td>0.92</td>
<td>0.85</td>
</tr>
<tr>
<td>July</td>
<td>0.04</td>
<td>0.006</td>
<td>0.94</td>
<td>0.89</td>
</tr>
<tr>
<td>August</td>
<td>0.05</td>
<td>0.004</td>
<td>0.92</td>
<td>0.85</td>
</tr>
<tr>
<td>September</td>
<td>0.03</td>
<td>0.006</td>
<td>0.96</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Table 3: Summary of statistical results of forecasting models in test phase
<table>
<thead>
<tr>
<th>Parameter</th>
<th>RMSE(m3/s)</th>
<th>MAE(m3/s)</th>
<th>R</th>
<th>R2</th>
</tr>
</thead>
<tbody>
<tr>
<td>April</td>
<td>0.21</td>
<td>0.09</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>May</td>
<td>0.007</td>
<td>0.002</td>
<td>0.96</td>
<td>0.92</td>
</tr>
<tr>
<td>June</td>
<td>0.16</td>
<td>0.12</td>
<td>0.98</td>
<td>0.96</td>
</tr>
<tr>
<td>July</td>
<td>0.03</td>
<td>0.014</td>
<td>0.97</td>
<td>0.94</td>
</tr>
<tr>
<td>August</td>
<td>0.04</td>
<td>0.04</td>
<td>0.93</td>
<td>0.86</td>
</tr>
<tr>
<td>September</td>
<td>0.12</td>
<td>0.08</td>
<td>0.99</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Figure 4: The actual data and simulated test phase for spring

Figure 5: Discharge correlation values observed and estimated in test phase in spring
In addition, to predict the discharge of April, the average discharge from six time steps earlier, and total precipitation from four time steps earlier and the average temperature in one time step earlier was used relative to April discharge. This trend has the highest correlation coefficient for the other months, and $R^2$ is above 85% for April to September (Results are shown in Table 2). Overall results indicate optimum performance of artificial neural networks to predict the rainfall-runoff. Of other results of this research is that with standardizing the data better results can be achieved for prediction. The results of error level in neural network method indicate performance of neural network model in predicting rainfall-runoff.

8. Conclusion

Precipitation-runoff interactions and their correct evaluation is an inseparable part of every hydrological study. Complex, fuzzy, and non-linear factors effective on precipitation-runoff relationships cause mathematical modeling to be difficult. Rainfall-runoff models are important tools in water resources projects, and the performance of rainfall-runoff models depends on the right choice of model parameters. Discharge changes in drainage basins, other than independent variables examined in this study, has a strong relationship with other climatic elements of the basin, therefore it is recommended that in these models, the role of other factors affecting the flow of rivers in drainage basins also to be taken into consideration.

Although by reducing the period of the input data, the model accuracy is also reduced, but in the absence of longer data, the method presented in Table 1 provides acceptable results, and the minimum suitable period with appropriate accuracy can be determined for the input data. Overall results indicate optimum performance of artificial neural networks in predicting rainfall-runoff. It is suggested that rainfall-runoff simulation with the impact of other factors and various algorithms for optimum evaluation of artificial neural network to be conducted for determination of the best algorithm.
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